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Abstract. Topic models are regularly used to provide directed exploration and a
high-level overview of a corpus of unstructured text. In many cases, it is impor-
tant to analyze the evolution of topics over a time range. In this work, we present
an application of statistical topic modeling and alignment (binned topic models)
to group related documents into automatically generated topics and align the top-
ics across a time range. Additionally, we present TopicFlow, an interactive tool
to visualize the evolution of these topics. The tool was developed using an iter-
ative design process based on feedback from expert reviewers. We demonstrate
the utility of the tool with a detailed analysis of a corpus of data collected over
the period of an academic conference, and demonstrate the effectiveness of this
visualization for reasoning about large data by a usability study with 18 partici-
pants.
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1 Introduction

Statistical topic modeling is a well known technique for discovering the “topics” that
occur in a collection of documents. Topic modeling has been used to provide a high-
level overview of a corpus as well as directed exploration[14]. Typically, topic modeling
is applied as a “batch” process and leads to topics that cover the entire corpus but don’t
take into account the fact that topics may change over time. Although this is sufficient
in some cases, the increasing availability of streaming data has given rise to a number
of Use Cases that require an understanding of the evolution of topics. For example, a
public relations team would like to monitor how discussion about the company they are
representing changes over time; campaign managers may want to understand how their
candidate’s public perception has changed over time with respect to how they have
been represented in the media; a news team would want to identify emerging topics
representative of “breaking news”; and researchers may want to track how published
work has shifted over time within their respective fields.

Techniques exist for modeling the evolution of topics, but this work does not typ-
ically lend itself to identifying emerging topics or modeling the flow of topics as they
converge, diverge, and end. Additionally, because these algorithms explicitly incorpo-
rate time into the underlying topic modeling algorithm, they are not generalizable to



alternative topic modeling implementations (entity topic modeling, hierarchical topic
modeling, etc.) and incorporating additional features.

We present binned topic models, an application of statistical topic modeling that is
well suited for studying topic evolution on streaming text data. This technique models
complex trends over time, and is particularly suited for discovering emerging topics
and following topic divergence and completion. Binned topic models are topic models
generated independently for adjacent time slices of text data, so topics generated at one
slice do not directly correspond to the topics of another. To align the topics we use the
cosine similarity metric. Displaying the results of topic modeling, and in particular topic
evolution, is a difficult problem. In this paper, we provide a solution to this problem
with our visualization tool, TopicFlow, which visualizes the emergence, convergence,
and divergence of complex topics in a data stream1.

In this paper, we:

1. Describe an analysis technique for text data over adjacent time slices, binned topic
models and alignment, which is an application of Latent Dirichlet Allocation (LDA)
[2] to time-stamped documents at independent time intervals and alignment of the
resulting topics,

2. Introduce TopicFlow, an interactive visualization tool that aligns similar topics be-
tween time slices and displays topics as they emerge, converge, and diverge over a
given time period, thereby identifying and providing insights that would otherwise
go unnoticed, and

3. Present a multi-part evaluation of TopicFlow that shows its usefulness for following
the flow of topics in text.

2 Related Work

TopicFlow covers two main areas: automatic topic detection by generating topics from
a high volume of unstructured text and trend visualization over time.

2.1 Topic Detection

Existing tools follow trends in user-generated web content, however, these either only
deal with short phrases [10] or are primarily concerned with locating spikes in activity
rather than analyzing the trend throughout the full time range [8].

Latent Dirichlet Allocation (LDA) is an unsupervised algorithm for performing sta-
tistical topic modeling that uses a “bag of words” approach, treating each document as
a vector of words where order is ignored. Each document is represented as a probability
distribution over some topics where each topic is a probability distribution of words.
The traditional LDA model does not take into account how topics may change over
time.

A few variants of statistical topic modeling exist for incorporating time into the
topic model. Topics over Time [22] is a topic model that captures time jointly with

1This work is an extension of our prior work [13], in which we originally introduced Top-
icFlow as a Twitter analysis tool.



word co-occurrence patterns, such that each topic is associated with a continuous distri-
bution of timestamps. In this case, the meaning of a topic remains constant over the time
range. Topics over Time performs batch processing, meaning that as new data comes
in, the method must re-model the entire data set. [1] presents continuous time dynamic
topic models, a dynamic topic model that uses Brownian motion to model latent top-
ics through a sequential collection of documents. Topics are not held constant, and the
words that make up the topic may change over time. This technique facilitates evolution
analysis of a particular topic over the time range; however, the model fails to represent
the emergence of a unique topic within the time range or the convergence or divergence
of existing topics.

2.2 Trend Visualization

The primary motivation for TopicFlow is to analyze the evolution of discovered topics
for any unstructured text source. In this initial work, we develop a visualization that is
representative of topic evolution over a time range.

Two trend visualizations that are closely related to TopicFlow are [6] and [4]. The-
meRiver uses a stream graph to visualize thematic variations over time from a large
collection of documents. ThemeRiver defines themes as single words, and the strength
of a theme is determined by the number of documents containing the word. This defini-
tion does not support complex themes that must be defined by more than a single word.
TextFlow, shows the evolution of topics over time as well as merging and splitting.
TextFlow uses a semi-supervised clustering technique for topic creation and represents
topic convergence and divergence using a flowing “river” metaphor. The river metaphor
is visually appealing for a small number of topics, however it quickly becomes clut-
tered; even at 15. Also TextFlow inhibits access to the underlying data, which limits
analysis. The TopicFlow approach involves a general solution which is not limited to
analysis of trends over time; unlike these existing trend visualizations, the TopicFlow
approach can be adapted to any grouping, for example geographic location, publication,
or author.

The TopicFlow visualization was directly inspired by a Sankey diagram [16], which
is a type of network graph typically used to represent directional flows of data through
a system where the width of the paths are proportional to the flow quantity. TopicFlow
uses a generalized version of a Sankey diagram implemented in the Data-Driven Docu-
ments library [3], which is a library specifically designed for creating visualizations for
large datasets.

3 Binned Topic Models

In this section, we present the application of LDA to a corpus of unstructured text
documents binned into time slices followed by the alignment of the topics produced for
each bin. To begin, the corpus is divided into bins; the number of bins to be used is
specified as an input parameter. Each bin represents a time slice of equal length with
no restriction on the number of documents it may contain. In future versions a non-
parametric modeling approach or an approach based on expected document rate may



be more appropriate to determine the bin size and number of appropriate bins. For the
underlying Statistical Topic Modeling algorithm, TopicFlow uses an open-source LDA
implementation[18]. Standard LDA requires as input the documents and the number of
topics2 to discover, although algorithms exist to automatically determine an appropriate
number of topics based on the data [21]. To produce a binned topic model, LDA is
applied independently for the documents of each bin followed by an alignment step,
which aligns similar topics between bins.3 The algorithm employs a stop words list to
remove common words that do not contribute significant meaning to topic modeling.
The TopicFlow stop words list contains standard English, and, additionally, is modified
for a given dataset by including query terms used in data collection and stop words
specific to the domain4. In later work, we intend to support a dynamic stop words list
which will incorporate stop words specified by users, as well as, stop words discovered
from the domain [23].

The granularity of this modeling approach can be adjusted by varying both the num-
ber of topics modeled as well as the size of the bins. Bin size selection depends on the
event timescale a user is interested in (e.g. for breaking news, bins on the order of min-
utes or hours would be preferred; for consumer trends, bins on the order of days or
weeks may be more applicable). The number of topics depends both on bin size–larger
bins will typically contain more topics–and the level of topical detail users or their
analysis requires.

The result of topic modeling is a distribution of words for each topic in the topic
model, P(word|topic), and a distribution of topics for each input document, P(topic|doc).
For our Use Cases, we provide users with the ability to select a topic of interest and
see all corresponding documents. To enable this, each document was assigned to the
topic resulting in the highest P(topic|doc). Additionally, in presenting this informa-
tion to users, we rank the documents by probability, such that documents with higher
P(topic|doc) for the topic are ranked above those with a lower probability. We chose
this method because it is a simple and effective way to distribute documents across
topics.

3.1 Topic Alignment

The binned topic modeling approach generates an independent topic model for the doc-
uments in each bin. Because the topics generated at individual bins do not directly
correspond to each other, an alignment step is necessary to associate similar topics in
adjacent bins and visualize the topic evolution. Binned topic models result from using
cosine similarity to compare each pair of topics from adjacent time slices. Cosine sim-
ilarity measures the cosine of the angle between two vectors5. This metric is regularly
used for the comparison of documents or the cohesion of clusters in text analytics and

2For TopicFlow, the number of topics is adjustable with a default of 15 to balance granularity
and comprehensibility of the resulting topics

3For this implementation the LDA algorithm runs for 100 iterations with α = 0.5 and β = 0.5.
4For example, Twitter-specific stop words include {rt, retweet, etc.} and Spanish stop words

include {el, la, tu, etc.}
5cos(A,B) = A·B

‖A‖‖B‖



data mining, respectively [20], and has also been previously used for the comparison
of topics produced by LDA [12][17]. While many metrics exist specifically for mea-
suring the similarity or divergence between two probability distributions [11][15] [9],
small differences in low-probability outcomes may have a relatively large impact on the
overall metric. For binned topic models, this is undesirable because the topics produced
by LDA are primarily characterized by high probability words and variations in low-
probability words may be noisy. By using cosine similarity, the influence of any two
corresponding probabilities on the similarity calculation is proportional to the product
of those probabilities relative to the products of other pairs, limiting the impact of lower
probabilities compared to higher probabilities.

Cosine similarity returns a value between -1 and 1, where 1 would represent the ex-
act same word distribution for each topic. Although cosine similarity ranges between -1
and 1, when dealing with probability distributions it must be between 0 and 1, because
there are no negative probabilities. Instead of assigning the one most similar topic at
time n+1 for each topic at time n, we present links for any topic pairs with similarity
above a certain threshold to enable the visualization of topic convergence and diver-
gence. The threshold varies with the data set and should be set to balance the discovery
of useful topic links with the total number of links displayed.6

Fig. 1. TopicFlow consists of four coordinated windows: (1) the TopicFlow diagram, (2) a list of
topics with their word summaries, (3) a list of the documents (in this case, tweets) in the dataset,
and (4) a filter pane.

6For prototyping and evaluation purposes, the threshold was set between 0.15 and 0.25 de-
pending on the dataset.



4 TopicFlow

The purpose of TopicFlow is to allow interactive exploration and analysis of the evolu-
tion of topics generated from a corpus of text documents. Figure 2 provides an overview
of the TopicFlow system. The system begins by ingesting a corpus for a given time
range and splitting the documents into “bins” based on time slices within the range.
LDA is then applied independently at each of the bins, producing the corresponding
topics. These topics are aligned at neighboring time slices using the cosine similarity
metric. The resulting binned topic model is presented to users through an interactive
visualization that provides methods for filtering, searching, and performing detailed ex-
ploration of the underlying data.

Fig. 2. System overview of the TopicFlow System. The system ingests a corpus for a given time
range and splits the documents into time slices, applies LDA at each time slice, and aligns the
resulting topics from neighboring time slices. The results are then presented to users through
an interactive visualization that includes tools for filtering, searching, and performing detailed
exploration of the underlying data through coordinated views.

4.1 Design Methodology

TopicFlow7 visualizes the evolution of topics of discussion within text corpora, and was
designed to support six primary Use Cases:

1. Easily identify the most prominent topics within each time slice. A topic is consid-
ered more prominent if there are more documents associated with it.

2. Easily identify which topics are emerging, ending, continuing, or standalone. Here
we introduce four new terms:

– emerging: A topic that was not discussed in the previous time slice. (i.e., there
is not topic similar to it in the previous time slice).

– ending: A topic whose discussion does not continue into the next time slice
(i.e., there is no topic similar to it in the next time slice).

– continuing: A topic that has been discussed before and after its time slice.

7A prototype of the TopicFlow tool is available for demo here: http://www.cs.umd.edu/ ma-
liks/topicflow/TopicFlow.html



– standalone: A topic which is not related to any topics in either the previous or
next time slice.

3. Explore details about a selected topic. These details include its most probable
words, assigned documents, and the flow of a topic over time. The flow of a topic
is defined as the path between a topic and its related topics across all time slices.

4. Identify topics by the words that describe them. A user may be interested in how
one or more words appear throughout the dataset. By identifying the topics that are
related to these words, a user can understand how the context of a word changes
throughout the dataset, as well as discover other words related to it.

5. Compare the top words in two topics that are related. By comparing two topics,
a user can identify which words contributed to the topics having a high or low
similarity score.

6. Filter topics by size, type or similarity weight. Users may want to view only highly
similar or highly popular topics, and filtering will allow them to hide the topics in
which they are not interested.

The resulting TopicFlow visualization is composed of four coordinated windows
(Figure 1): the flow diagram, topic list, document list, and filter panel, that support
detailed analysis of the topic trends and underlying data.

4.2 Flow Diagram

The TopicFlow visualization employs a Sankey diagram [16] implemented in the Data-
Driven Documents library [3] for displaying the topic evolution where nodes in the
graph represent the topics and the paths between nodes at neighboring time slices rep-
resent topic similarity. The paths are weighted by the similarity of the topics as calcu-
lated by the cosine similarity metric. This graph is ideal for visualizing convergence
and divergence of topics, represented by more than one path entering or exiting a topic,
respectively. The color of the nodes is used to distinguish topics by their evolution
state: emerging, ending, continuing, or standalone. The nodes are sized by the number
of documents attributed to the topic, and they are ordered horizontally from the top by
decreasing size. In future work, we intend to provide a number of ordering criteria for
users to choose from, such as evolution state or user-specified importance. By ordering
based on node size, the most prevalent topics are at the top of the graph, and users can
quickly see how the frequency of a topic evolves over time. The design of this diagram
was motivated by Use Cases 1 and 2 and is successful in providing insights about the
prevalence and life-cycle of the topic.

4.3 Coordinated Panels

In addition to the main data visualization, the TopicFlow tool includes three coordinated
panels, a topic panel, document panel, and filter panel that support deeper exploration
and filtering of the underlying data.

The topic panel contains a visual representation of the topics discovered for the
data. The topics are grouped by their corresponding time slice. The topic in the topic



panel can be expanded to gain additional information. The expanded view includes a
histogram that represents the distribution of words in the topic.

The document panel contains the underlying documents of the corpus. The indi-
vidual documents can be expanded to provide users with the full text of the docu-
ment and a histogram of the five topics with the highest probability for the document,
P(topic|document). In the case of Twitter, users can also follow a link to the author’s
Twitter page or to view the original Tweet.

Finally, the filter panel, which was designed in support of Use Case 6, includes
the following data for filtering the visualization: by node size (number of documents
attributed to the topic), node type (emerging, ending, continuing, or alone), and path
weights (based on cosine similarity values).

4.4 Interaction

Interaction with a visualization is essential to analysis, because a user must drive the
visualization to highlight areas of interest and generate insight with respect to the un-
derlying data. TopicFlow supports the following set of interactive elements.

Topic Search The Topic Panel includes a search functionality for locating topics con-
taining particular keywords. A user can search for a word of interest, and the topic list
is filtered to show only topics containing the search term. Additionally, the remaining
topics are highlighted in the flow diagram. This functionality supports Use Case 4, by
allowing a user to focus analysis on topics containing specific words.

Graph Highlighting When a topic is selected in either the topic panel or the flow
diagram, the corresponding node and topic are highlighted. Also, in the flow diagram,
the nodes that have a path to the selected topic are highlighted while unconnected topics
are greyed out, in order to display the selected node’s subgraph (Figure 3). The selected
topic is also expanded in the topic panel. Finally, to support Use Case 3, the document
panel is filtered to show the ranked list of documents for the topic.

Topic Comparison When an edge is selected within the flow diagram, a topic com-
parison box is displayed that uses mirrored histograms to highlight the words the two
topics have in common and provide information about the probability of the words for
the topics. This supports Use Case 5 (Figure 4).

Tooltips TopicFlow offers tooltips when hovering over nodes and edges. On nodes, the
tooltip displays a ”word fade” of the related words, sized and ordered by the words’
probabilities. When hovering over edges, the names of the two nodes the edge connects
are shown.



Fig. 3. When a topic is selected, the diagram is highlighted to show the flow of that topic over
time.



Fig. 4. The topic comparison box shows bar charts representing the two topics connected by the
edge. The top words that the topics have in common are highlighted in purple.



Node Filtering The filter pane includes two double-ended range sliders, where users
can limit the range of values for the topic sizes (by number of documents) and edge
weights (topic similarities). Users can also limit topics by their type – emerging, ending,
standalone, or continuing – with checkbox selectors. As nodes and edges are filtered
from the graph, the visualization hides topics that become unconnected from the rest of
the graph.

5 Evaluation

TopicFlow was evaluated in three stages: expert reviews with five participants during
the design process, case studies performed during development, and one usability study
with 18 participants at the end of development. These evaluations primarily used data
collected from Twitter8 to demonstrate the functionality on streaming unstructured text
data.

5.1 Expert Reviews

To drive the design process, expert reviews were conducted over two sessions with five
different participants, all of whom had previously performed analysis of text data and
had some graduate education or higher. The participants were recruited by email and
by word-of-mouth.

The first sessions were conducted with three participants. After a brief introduc-
tion and explanation of the tool, we allowed the participants to have a freeform explo-
ration of a data set (approximately 1500 tweets resulting from a search for the word
“earthquake” over two days). They were instructed to describe everything that they
were doing and why, as well as express any other comment that they might have (think-
aloud method). Their comments and our observations (mistakes they made, unreason-
able learning curves, bugs, confusing interface actions, missing items, etc.) were doc-
umented in handwritten and typed notes, taken by the researchers present during the
session. The feedback from these sessions were incorporated into the design of the final
tool.

6 Case Studies

During development, TopicFlow was used to analyze a variety of streaming text datasets,
including real-time current events (Presidential debates and Hurricane Sandy), commu-
nities (University of Maryland), common interests (Modern Family and Big Data) and
other historical data sets (CHI Conference). Each of the datasets contained between
1,500 and 16,000 tweets. We used 7 time bins and 15 topics for each dataset. These
values were chosen to balance granularity and accuracy of the topics for the number
of tweets and timespan of the datasets. The tweets were collected over varying time
spans. A more detailed study was performed for the data gathered about the 2012 CHI
(Computer Human Interaction) Conference[19].

8Twitter’s open API and the fact that tweets are rich with metadata, specifically time stamps,
makes it an appropriate data source for prototyping and testing



Fig. 5. Results of various interactions with the TopicFlow tool on data gathered about the 2012
CHI Conference. [Top Left] Highlighting an {airline, doodle, poll} topic. [Top Middle] The filter
panel with the minimum similarity weight increased, and a comparison between two topics at
consecutive time slices which are about a CHI-related app available on the Google Play store.
[Top Right] The list of topics resulting from a search for the keyword “research”. [Bottom Left]
The topics resulting after a search for “Austin”. [Bottom Right] Highlighting the {Austin, arriv-
ing, heat} topic and a specific tweet associated with the topic.

2012 CHI Conference TopicFlow was used to analyze 12,000 tweets gathered during
the week of the 2012 CHI Conference, which contained the keyword “CHI”. The vi-
sualization shows the evolution of topics between 4/26/2012 and 5/12/2012. Figure 5
shows the TopicFlow tool on the CHI Conference data set. A few observations stand
out as particularly interesting:

1. There is an emerging topic, {airline, doodle, poll}, prior to the conference, which
is associated with a number of tweets discussing a doodle poll that the conference
organizers sent out to determine how attendees were planning to commute to the
conference.

2. After modifying the similarity weight to show only topics that are highly related,
a link is prevalent between two topics at consecutive time slices where both are
discussing a CHI-related app that at the time was available on the Google Play
store.

3. A topic search for “research” shows that topics containing this term are consistent
throughout the data set.



4. A topic search for “Austin”, the location of the conference, shows a strong trend
of related topics from right before up until the end of the conference. In particular,
a topic of people who are discussing “coming to Austin” exists prior to the con-
ference and then shifts to a similar topic, {Austin, arrived, heat} where people are
discussing that they have “arrived in Austin” and, in particular, are pointing out the
heat.

For the case studies we performed, we found that the binned topic models were most
accurate and concise for real-time events which occurred over short time spans. For
example, TopicFlow on the corpus of documents related to Hurricane Sandy showed the
discussion evolve from emergency preparation to the event itself, then to the aftermath
and related recovery efforts. Alternatively, more general data sets, such as University of
Maryland, did not have clearly defined or correlated topics due to the high number of
diverse, unrelated events that occur on the campus.

6.1 Usability Study

To assess the usability of TopicFlow for exploring text corpora, we conducted a prelimi-
nary usability study with 18 participants (8 female), aged 21–49 (M = 26.5,SD= 6.41).
Five of the participants had six to ten years of experience using a computer, and the rest
had 11 or more years of experience. Participants were recruited through on campus
mailing lists and were compensated $10 for their time.

The study was performed on a dataset of 16,199 tweets that were collected on Oc-
tober 7, 2012 (four days after the first 2012 presidential debate) between 8:00 AM and
7:30pm and which contain both the hashtag “#debate” and the word “Obama.” As there
is no widely used tool for visualizing and interacting with topics over time, there is no
baseline to which to compare TopicFlow. Instead, after a brief introduction to the tool
and five training tasks, participants were asked to complete seven tasks that are based
on the developed Use Cases.

1. Which topic appears most frequently in the second timeslice and how many tweets
are associated with it?

2. What are the top two words for the least frequent topic in the third timeslice?
3. What topic emerges in timeslice 3?
4. Which two topics have the highest similarity index?
5. What is the longest chain of topics connected with weights of 400 or more?
6. Which topic is the word “Romney” most relevant to?
7. What is the text of the tweet responsible for the standalone topic in timeslice 3?

The participants then rated each task on a 20-point Likert scale (where a higher
score is better) on four metrics based on the NASA Task Load Index [5]: performance,
effort, frustration, and effectiveness of the tool. A score over 18.0 was considered to be
excellent performance, 15.0–17.9 was considered above average, 12.0–14.9 was aver-
age, and a score below 12.0 was considered poor. Each session lasted approximately 30
minutes. At the end of the session, participants completed a feedback questionnaire and
provided comments about the efficacy of TopicFlow’s features.



Table 1. Mean (M) and Standard Deviation (SD) for Time, Performance, Effort, Frustration, and
Effectiveness for each task. Time is measured in seconds, and performance, effort, frustration,
and effectiveness were measured on a 20-point Likert scale (higher numbers indicate a more
favorable rating)

6.2 Results

The means and standard deviations of 18 participants on time, performance, effort, frus-
tration, and effectiveness (Table 1) vary widely across tasks. Time is measured in sec-
onds, and performance, effort, frustration, and effectiveness were measured on a 20-
point Likert scale (higher numbers indicate a more favorable rating).

The results show that the TopicFlow interface allows users to quickly and easily
perform tasks which support the initially defined Use Cases. Participants performed
the fastest for tasks involving identifying details about topics (Tasks 2, 3, and 6), on
average taking 10 to 20 seconds. Tasks that involved details about the number of tweets
in a topic (Task 1) or evaluating the edges in the graph (Tasks 4 and 5) took longer,
about 30 to 50 seconds on average. Task 7, which required analyzing the document list
for a topic, took participants the longest amount of time to accomplish (81.2 seconds
on average). Many participants commented that they would have found it more helpful
if the tool allowed the document list to be re-sorted or if retweets were aggregated and
displayed only once.

Task Load Index The Task Load Index ratings reflected the results of the time taken for
each task. Tasks 2, 3, and 6 had consistently excellent (above 18.0) ratings for all four
metrics, while Tasks 1 and 4 and had consistently above average ratings (between 15.1–
17.8) on all metrics. Task 5 had excellent ratings for performance (18.0), but required
much more effort to achieve this level of performance (13.7). Task 7 was consistently
the most difficult, with average ratings for each metric (13.3–14.6).

The feedback questionnaire allowed participants of the usability study to provide
qualitative comments about TopicFlow’s features. The participants’ favorite features
included the responsiveness of the main visualization to interactions (e.g., hovering and
clicking for topic information and subgraph highlighting). One participant stated that
these features are “very straightforward” and that the tool “answers questions about
dominating themes within trends very well.” Participants also appreciated the tooltips
when hovering over nodes and edges. Since standard topic modeling does not provide



descriptive names for the resulting topics, the users found it helpful that the visual-
ization displays the top words of a topic, so they could quickly understand the topic’s
meaning. Similarly, for the edges of the flow diagram, users appreciated the side-by-
side bar charts representing the similarity between topics. One user commented that the
coloring of the topics facilitated analysis; for example, using the emerging topic color
to “find which topics ‘trigger’ other topics.”

Most of the participants noted that the document list pane was their least favorite
feature and requested methods for sorting the documents by various metrics (time, num-
ber of retweets, etc). Because of the lack of quantifiable feedback, participants were
often not confident in their answers for Task 7 (which was to identify the most re-
tweeted tweet in the document list). In addition, participants felt the filter pane needed
improvements — updating the graph by the sliders sometimes had a delayed response
or choosing a specific value for a filter was imprecise due to lag in the slider feedback.

7 Future Work and Conclusion

Future work for TopicFlow includes modifying the interface to address feedback re-
ceived from usability study. Although we use time slices for the purpose of this appli-
cation, binned topic models is a general technique that can be applied to any data source
under any binning criteria, such as geographical location or author. To account for the
occasionally confusing results of topic modeling, binned topic models could implement
a technique such as Interactive Topic Modeling [7], which allows users to refine the top-
ics generated by the model. While TopicFlow garnered particularly favorable reviews
for its interface, there were suggestions regarding the document list pane that can be
incorporated into future work. Most notably, users requested a way to sort documents
by various metadata such as time or author.

The scalability of the TopicFlow system is dependent on the algorithm for gener-
ating binned topic models and the interface. Open-source LDA implementations exist
that are scalable to very large datasets [24]. The binning technique partitions the data to
allow multiple LDA runs to be done in parallel, which further increases scalability of
the algorithm. The TopicFlow visualization is scalable in terms of the number of doc-
uments displayed, as paging is used to handle overflow of data to the interface. In the
current version, the screen space provides a limit to the number of topics and bins that
can be visualized effectively; however, overview visualization methods could be used
to support visualizing thousands of topics or bins.

TopicFlow provides a novel visualization of the alignment of topics over time. Our
approach applies the statistical NLP method of topic modeling to text data, which al-
lows for richer analysis of “topics” within the data. When LDA is run over an entire
corpus, it produces a high-level overview of the corpus’ content. Alternatively, Top-
icFlow splits the corpus into a set of time slices and applies LDA on each time slice.
This method provides for a more granular set of topics and allows for meaningful ex-
ploration of topic emergence, convergence, and divergence. Because topics between
time slices are not directly correlated, providing our metric for the similarity between
two topics allows users to follow the evolution of the word distributions over time. Our
evaluation demonstrated that TopicFlow allows users to easily view the frequency of



documents relating to a particular topic over time. TopicFlow further facilitates data ex-
ploration by providing details-on-demand about automatically extracted topics through
hovering and filtering interactions. The use of colors and tooltips provides users with a
quick summary of individual topics.
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